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MODEL SPECIFICATION ISSUES, MULTICOLLINEARITY, OUTLIERS.

Start STATA and open the Wealthdata dataset that we used last time.
Start by regressing wealth on the variables in the dataset including the male dummy. You should get the following results:
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Now I want you to create a reinforcement dummy that multiplies together being married and being a male at the same time.
Introduce this new variable in your model and interpret the results. If you did things right you should get the results below. 
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Now test for the hypothesis that the coefficients of married and mm could be the same: what do you conclude?
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Carry out a relevant test of joint significance for the two non significant coefficients: what do you conclude?
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COLLINEARITY
A possible reason for lack of significance is the existence of collinearity between X variables. 
The first thing you would do is to check the pairwise correlations as we did last time.

However as we know this might not be enough because the X variables could be correlated in more than just pairs.
A more comprehensive way to check for multicollinearity is to calculate the VIF (variance inflation factor). 
The VIF measures the correlation between each of the X variables and all the other X variables and it is defined as VIF = 1/(1-R2) where the R2 in the formula is that of each regression. As you can see from the formula if there is no correlation at all the R2 tends to 0 and VIF tends to 1. As the correlation increases so do the R2 and the VIF. A VIF score larger than 10 is a sign of worry as it indicates an R2 larger than 0.90.
The command is estat vif 
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None of the variables has high VIF scores, so collinearity is not an issue in our regression. 


RAMSEY RESET test
We now perform a Ramsey test to see if there might be a specification problem. 
To perform the test we run the command  estat ovtest or from the pull-down menu we do:
Statistics => postestimation =>  specification, diagnostics etc => Ramsey
then click Launch:
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The results of the test are:
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The P-value suggests we have a problem of specification. 
We can try adding age2 and inc2 to the specification like last time. You can try this on your own and re-run the test: you will see that unfortunately this does not sort out the problem. 

Often and alternative is to estimate a log linear model, but in this case many of the observations have negative values so we cannot do this.


OUTLIERS and LEVERAGE POINTS

1. To analyse the existence of outliers and leverage points I want you to clear the data (type the command “clear”) and open the dataset stockprices.dta. The variables stock prices and consumer prices have been called Y and X respectively for simplicity of commands.
2. Plot a scattergram of Y vs X: as you can see one of the observations sits very far from the bulk.
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3. Now regress Y on X and collect the residuals (res) and the predicted values (yhat). Use the postestimation – predictions and residuals command to do this, or type directly the following command after having estimated the regression: 

predict res, residuals
predict yhat, xb
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Although a scatterplot of the residuals against id does not suggest anything at first glance, in the scatterplot of res against X (or yhat) we can see one point sitting far from the bulk of the data and a few points being outliers. To identify which observations they correspond to, type:

twoway (scatter res yhat, mlabel(id))

(Alternatively you can find the option in the drop down graphs menu)
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4. A better way to check if one of the observations is having an undue effect on our regression is to calculate the leverage, or the change in slope estimator, or the change in prediction. All of these statistics can be found under postestimation – predictions and residuals
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a. Leverage measure is contained between 1/N and 1, with higher values suggesting a problem. Call it lev, you will see that the observation related to Chile has a very high leverage value.
b. 
Dfit measures the scaled difference in prediction (difference in fit) with and without each particular observation. The threshold level is  where k is the number of parameters in the equation (here, 2) and N is the sample size (here 20). So in this case the threshold 0.632. Any dfit > than the threshold is a sign of a problem. Use the postestimation commands to calculate the statistic, call it dfit and you will see again how the observation related to Chile has an enormous value.
c. 
Alternatively you can see how each observation might affect the beta coefficients by calculating the dfbeta for the relevant variable (here for the only variable X). The threshold for dfbeta is so in our case 0.447 and again we can see how Chile stands out.
d. Finally you can have a clear picture of the effect of each observation by using the command: 
lvr2plot, mlabel (id)
This creates a graph of leverage against the (normalized) residuals squared. Points above the horizontal line have higher-than-average leverage; points to the right of the vertical line have larger-than-average residuals.
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Again the worrying point is observation 5 (Chile). While its residual is not large (9 and 10 for example are much larger) it is the one that modifies the regression results enormously. 

5. To finish our checks we can see what happens if we remove Chile from the regression. To do this we sort the data for example using lev so that Chile is the last observation (sort lev) and then type the command
regress Y X in 1/19 
The results have drastically changed, with the slope being close to 0 and indeed not significant anymore. 
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